Introduction to Machine Learning

Thanh-Nghi Do

Can Tho University
dtnghi@cit.ctu.edu.vn

Can Tho
Dec. 2019



Content

m Motivation
m Definitions and problems
m Applications



Content

m Motivation

m Definitions and problems
m Applications



m  Motivation
m Definitions & problems
m  Applications

Motivation

B Why machine learning is important?

® Growing volumes and varieties of available data, computational
processing that is cheaper and more powerful, and affordable
data storage.

® Physical, biological, financial phenomenon, etc.: too complex to
be described in a deterministic way

® Machine learning techniques

@ Computers can learn without being explicitly programmed to
perform specific tasks

@ Voluntary to replace human experts
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Motivation

B Why machine learning is important?
® Adapt to the environment
® Decal with new problems
® Data analysis
@ Pattern recognition
e Computer vision
@ Control robots, self-driving cars
® Text mining, chatbots
® Information retrieval

® Game, etc
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Definitions

m Wikipedia
® Learning is the process of acquiring new, or modifying
existing, knowledge, behaviors, skills, values, or preferences

B Arthur L. Samuel, Al pioneer, 1959

® Machine learning is the field of study that gives computers
the ability to learn without being explicitly programmed

m Tom Mitchell, Professor at Carnegie Mellon University

® A computer program is said to learn from experience £ with
respect to some class of tasks 7" and performance measure P,
if 1ts performance at tasks in 7, as measured by P, improves
with experience £ 7
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Definitions

The Traditional Programming Paradigm

Inputs (observations)

7N

Programmer —» Program —> Computer —> QOutputs

¢ |
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Definitions

Machine Learning is the field of study that gives computers
the ability to learn without being explicitly programmed
— Arthur Samuel (1959)

Machine Learning

Inputs .
Computer —> Program

Outputs —
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Definitions

“A computer program is said to learn from experience E with respect to
some class of tasks T and performance measure P, if its performance at tasks
in 7', as measured by P, improves with experience E.”

— Tom Mitchell, Professor at Carnegie Mellon University

Handwriting Recognition Example:

O\ /|23 H
S 67 8 1
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Machine Learning, Al, Deep Learning

Machine Learning
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Problems

m Supervised learning
® Given a set of m training examples
Dpin=1{X, Y,), ..., (X, Y,)} such that
X; € R" 1s the feature vector of the i-th example and

Y; 1s 1ts label (1.e., target)

® A learning algorithm tries to find a function ¢: X 2 Y
Y=¢(X) t¢

® Methods: decision trees, neural networks, support vector
machines, k nearest neighbors, naive Bayes, etc
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Classification problem
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Classification problem

Normal
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Classification problem

Normal
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Regression problem
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Regression problem
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Problems

m Unsupervised learning
® Given a set of m training examples without labels
Drin = { X, ..., X} such that

X; € R" 1s the feature vector of the i-th example

® A learning algorithm tries to find the hidden structure (i.e.
clusters) 1n unlabeled data according to similarities, patterns
and differences without any prior training of data

® Methods: hierarchical clustering, k~-means, etc
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Unsupervised learning: clustering
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Unsupervised learning: clustering
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Challenges

m Statistical techniques

® m, n are reasonable; under assumption of the linear model
and the data distribution 1s known (Gaussian, Binomial,
Poisson)

m It seems to be very difficult
® Small samples
® Unknown data distribution
® Unknown target function
® Non-linear models
® Very large data

22
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Challenges

m Method selection
® Many learning algorithms
® No free lunch in machine learning
® Given a problem => model selection
® Empirical test, tuning hyper-parameters, comparison

® Training time, testing time, model quality

23
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Error

Variance

Bias

Model complexity
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Bias and Variance in Machine Learningppications
Error = Bias? + Variance

m Let Y be the true value, and let Y’ be an estimator of Y
based on a sample of data

® Bias(Y’) =E(Y')-Y

® Low bias value means that the model will closely match the
training dataset.

® High bias value means that the model will not match the
training dataset closely.

25
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Bias and Variance in Machine Learningppications
Error = Bias? + Variance

m Let Y be the true value, and let Y’ be an estimator of Y
based on a sample of data

® lVariance = E[(Y'— E(Y’))?]

® [ ow variance value means that the model 1s less sensitive to
changes 1n the training data and can produce consistent
estimates of the target function with different subsets of data
from the same distribution.

® High variance value means that the model 1s very sensitive to
changes 1n the training data and can result 1n significant
changes in the estimate of the target function when trained on
different subsets of data from the same distribution.
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Error = Bias? + Variance

m Four combinations between bias and variance

® High Bias, Low Variance: A model with high bias and low
variance 1s said to be underfitting.

@ High Variance, Low Bias: A model with high variance and
low bias is said to be overfitting.

e High Bias, High Variance: A model has both high bias and
high variance, which means that the model produces
inconsistent and 1naccurate predictions on average.

® Low Bias, Low Variance: A model that has low bias and low
variance means that the model produces consistent and
accurate predictions. But in practice, it’s not possible.
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Modeling errors 1n learning process
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Hypothesis space

Target space
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m Four elements of empirical inference theory
® Consistency of empirical risk minimization (ERM) inference
® Non-asymptotic error bounds on ERM inference
® Controlling the accuracy of inference

® Constructing algorithms that control the accuracy of inference

29
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Statistical learning theory (Vapnik, 2000) "

m Four elements of empirical inference theory
® Consistency of empirical risk minimization (ERM) inference

Expected Risk:
The theoretical goal of learning is to find a function h from the hypothesis space H that
minimizes the expected risk:

R(h) = E(z,y)~p[L(h(z),y)]
» R(h): Expected risk.
« L(h(z),y): Loss function measuring the error of h(z) with respect to the true label .

o P(a:, y): Unknown joint distribution of input-output pairs.

However, since P(z,y) is unknown, R(h) cannot be computed directly.
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Statistical learning theory (Vapnik, 2008) "

m Four elements of empirical inference theory

® Consistency of empirical risk minimization (ERM) inference
Empirical Risk:

Instead, we approximate the expected risk using the empirical risk, defined as the average
loss over the training dataset:

1 N
Reng() = 7 3 Lk
i=1
* (@;,y;): Training data points.
« NN:Number of training samples.

R.mp(h) serves as an estimate of R(h) based on the observed data.
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Statistical learning theory (Vapnik, 2000) "

m Four elements of empirical inference theory

® Non-asymptotic error bounds on ERM inference

Which value of risk can one guarantee for the chosen function.

That 1s, find the smallest value A for which with probability
1 — n the inequality
R(h) <A

holds true.
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Statistical learning theory (Vapnik, 2000) "

m Four elements of empirical inference theory
® Controlling the accuracy of inference

Which principle of inference guarantees the smallest error
bound. It means ensuring that a model reliably predicts

outcomes with minimal error, both during training and when
applied to unseen data.

® Constructing algorithms that control the accuracy of inference

How to construct algorithms of empirical inference that
guarantee the smallest error bounds. It involves designing

models and training processes that balance empirical
performance with generalization.
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Applications

Bioinformatics

Gene expression classification
Diagnostic support system
Computer vision

Handwriting character recognition
Speech recognition

Fraud detection

Financial market analysis
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Applications

Information retrieval

Analyzing and indexing images and vidéos
Content-based 1image retrieval

Games

Natural language processing
Recommendation system

Sentiments analysis

Robotics

Self-driving cars

Cyber-security

etc.
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Hight quality

ICH image DB Visual features
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Retrieved image

Feature
extraction

Crawling images
from the Internet
by text
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Image Classifier
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UHF Antenna
Mastdounted
Remote
il Sensing
{ﬂp Instruments

Sample Procescing and Dictribution
» Dual crusher

« Sample Distribution Carousel

Sample Acquisition Arm with ‘{ el =
Surface Abrader, Corer and
Possible Contact Instruments

Instrument Arm with Payioad Module

Contact Instruments * Anaiytical Insruments

and Scoop * Warm Electronics for
Mast and Contact
Instruments
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Applications

9
Siri

Use your voice to send

messages, set reminders,

search for information,
and more.
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¢ On May 19 remind me
it's dad's birthday %

} {-;-n;-'\;. -,v«;'xg,' re r for May

it 9 am

1 9 Saturday
May 2012

43



Applications

m Motivation
m Definitions & problems
m Applications

From: xor@clctho.aom.rpi.edu
{Joe Schwartz)Subject Re:
NUTEK FACES APPLES
WRATH (article!!!!!") READ

In article <daves-
1204923221210@129.228.20.182~

on.com {DavidP.
Alverson) writes:

| believe Apple has a patent onthe
region festures of QuickDraw. A
mac clone would have to
implementregions. This is why
Apple's comment was that they
believe it is not possible tomske s
Mac clone without infringing on
their patents. They may have
other patents like this.

> Category: Comp.mac.
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Topics

gene 0.04
dna 0.02
genetic 0.01

Topic proportions and

Documents assignments

-

life 0.02
evolve 0.01
organism 0.01

_——

brain 0.04

neuron 0.02
nerve 0.01
data 0.02

number 0.02
computer 0.01

"y

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all thar tar apart,” cspecially in

How many senes does an BEGSRSIMIncgd to comparison to the 75,000 genes in the hu
Survive! Last week at the genome meeting nome, notes Siv Andersson el

here,* two genome rescarchers with radically
Jdifferent approaches presented complemen-
tary views of the basic genes needed forlife
One research team, using computeranaly
Ses 1o (\'l”l‘ are Llh‘\\'n WCNONICeS LI‘“\I“\I(‘\{ more gcn Nnes are {
that today’s SEERSIS can be sustained with  sequenced. “Ir may be a way of organizn
just 250 genes, and that the carliest life forms — any newly scquenced genome.” explains
required a mere 128 genes. The _———_ Arcady Mushegian, a computational mo
other researcher mapped genes /’/ : lecular biologist at the Natiaggl Center
in a simple parasite and esti- / "
mated that for this organism, |
800 genes are plenty to do the
job—but that anything short
of 100 wouldn't be enough. \\
Although the numbers don't g
match precisely, those predictions

numoers o

Haomophitus
N0
1703 geres

ADRPTED FROM NCH

\. /’ =
* Genome Mapping and Sequenc- ~——
ing, Cold Spring Harbor, New York, Stripping down. Compuler analysis yields an esti-
May 8 to 12, mate of the minimum modern and ancient genomes

SCIENCE e VOL. 272 o 24 MAY 1996

o
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CHATBOT
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ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT which interacts in a
conversational way. The dialogue format makes it possible for
ChatGPT to answer followup questions, admit its mistakes,
challenge incorrect premises, and reject inappropriate requests.
ChatGPT is a sibling model to InstructGPT, which is trained to
follow an instruction in a prompt and provide a detailed
response.
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Write a Python script that does the following:
- loads a dataset from csv on disk to Pandas DataFrame

- ensures that dataset is entirely numeric; converts string values to numeric and tracks this
conversion in a dictionary to reference later

- checks for missing values in the DataFrame and imputes missing values for any record
that has one missing value; entirely drops a record that has more than one missing value

- splits the dataset into test and training sets

The Response

import pandas as pd

# Load dataset from csv to DataFrame
df = pd.read_csv('dataset.csv')

# Initialize dictionary to track string to numeric conversions
conversions = {}

# Convert string values to numeric and track conversions in dictionary
for col in df.columns:
if df[col].dtype == object:
conversions[col] = {val: i for i, val in enumerate(df[col].unique())}
df[col] = df[col].map(conversions[col])

# Check for missing values
missing_values = df.isna().sum()
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Nh& chatGPT viét thu bay té tinh cdm véi c6 ban géi cung 16p

Yéu cau: Viét cho tdi mot 13 thu dé bay té tinh cdm cla téi vai ¢d ban géi cung
I6p. Sau day la cac dac diém cda tdi.1: Toi Ia mot hoc sinh rat giéi mén Tin hoc 2:
Gia dinh toi Ia mét gia dinh truyén théng, bé me toi déu la gido vién 3: B6 me toi
thich ban gai cGia t6i xudt than tir mét gia dinh truyén thong, biét kinh trén
nhudng duéi. 4: Téi thich choi dan guitar ¢é dién va c6 thé doc tau guitar 5: Toi
yéu thich nhac tinh ca cia Ngé Thuy Mién. 6: Toi cling yéu thich nhac cta Trinh
Céng Son vé than phan con ngudi va dat nudc. 7:Tai it ti€p xuc vdi ban gai 8: Ban
gai cla toi cling hoc gidi va rat nét na.

ChatGPT:

Kinh gtri [Tén c6 ban gai],

T6i viét thu nay dé bay td cam tinh cua tdi véi cd. Téi la mét hoc sinh rat gidi mén
Tin hoc, va gia dinh téi Ia mét gia dinh truyén théng. B6 me tdi déu la gido vién va
ho thich c6 xudt than tir mot gia dinh truyén théng, biét kinh trén nhuong dudi.

Ngoai viéc hoc tap, tdi cling thich choi dan guitar c6 dién va c6 thé ddc tau guitar.
T6i yéu thich nhac tinh ca cia Ngé Thuy Mién va ciling rat thich nhac cGa Trinh
Céng Son vé than phan con ngudi va dat nudc.

T6i biét rang toi chura cé nhiu co hoi dé tiép xuic véi ¢d, nhung tdi mudn bat dau
mot méi quan hé vdi cd. Toi biét cd cling la mot hoc sinh rat gidi va rat nét na, va
t6i tin rang ching ta cé thé hoc hdi nhiéu diéu tir nhau.

T6i mong sé c6 co hdi dugc gap cd trong trong lai va tim hiéu thém vé cé.

49
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GTGCATCTGACTCCTGAGGAGAAG  **° DNA
CACGTAGACTGAGGACTCCTCTTC oo

\L (transcription)
CAUCUGACUCCUGAGGAGAAG — ++»» RNA

H Lt T P E E K - protein

Cancer?
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